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ABSTRACT
Emulating real-world human behaviors within Artificial Intelligent
(AI) agent systems continues to be a formidable challenge, as exist-
ing methodologies frequently have difficulty integrating the intri-
cacies of real-world scenarios and personal preferences.To address
this issue, we propose USHB, a mulit-agent framework that empha-
sizes advanced user and item modeling along with communication
style simulation. USHB consists of 3 modules: a Knowledge-Mining
Module (KMM), a User-and-Item Modeling Module (UIMM), and
a Reasoning Module (RM). USHB utilizes Large Language Mod-
els (LLMs) to predict responses, reviews, and ratings tailored to
individuals, guaranteeing results that are both coherent and con-
textually appropriate. USHB is capable of delivering precise, de-
tailed simulations that closely mimic human behavior. We eval-
uated USHB using datasets from Yelp, Amazon, and Goodreads,
where it consistently outperformed baseline methods. Moreover,
USHB demonstrated strong generalization and maintained sta-
ble performance across a variety of model configurations. These
advancements make USHB a valuable contribution to dynamic,
context-aware behavior simulation, achieving a top-three ranking
in the 2025 AgentSociety Challenge. Our codes are available at
https://github.com/jnuaipr/AgentsChallenge.

CCS CONCEPTS
• Computing methodologies→Multi-agent planning; Natu-
ral language generation; Information extraction.

KEYWORDS
Agent, User-and-ItemModeling, RelationshipGraph, IF-THENRules,
Reasoning, Knowledge Mining, Large Language Model

∗Both authors contributed equally to this research.
†Corresponding author.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
WWW Companion ’25, April 28-May 2, 2025, Sydney, NSW, Australia
© 2025 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-1331-6/2025/04
https://doi.org/10.1145/3701716.3719227

ACM Reference Format:
Renhuo Zhao, Hailong Yang,Mingxian Gu, JianqiWang,Wu Long, and Zhao-
hong Deng. 2025. USHB: A Unified Framework for Simulating Human Be-
haviors in Agent Society through User-and-Item Modeling. In Companion
Proceedings of the ACM Web Conference 2025 (WWW Companion ’25), April
28-May 2, 2025, Sydney, NSW, Australia. ACM, New York, NY, USA, 5 pages.
https://doi.org/10.1145/3701716.3719227

1 INTRODUCTION
Over the past several decades, Artificial Intelligence (AI) has achieved
significant progress, transforming industries by allowing systems
to understand, predict, and react to human actions [10]. Notably,
the significant advancement is the development of Large Language
Models (LLMs) such as Qwen2.5-72B-instruct [11], which have
proven to be highly effective in both comprehending and generat-
ing texts that mimics human language. These LLMs are proficient in
handling large datasets, which makes them suitable for applications
like natural language processing, answering questions, and gener-
ating content [4]. However, LLMs still face numerous challenges.
First, LLMs lack real-world context and deep understanding of
user behaviors, which can hinder their ability to generate person-
alized and contextually relevant outputs [20]. Second, LLMs are
incapable of replicating the intricate human-human, human-object,
and object-object relationships that exist within human society.

The AgentSociety Challenge offers a distinctive chance to ad-
dress these issues, with an emphasis on the User Modeling Track.
Intelligent agents utilize user modeling to emulate user behaviors,
allowing for dynamic and context-sensitive data interaction. This
competition invites participants to design intelligent agents that
simulate user behaviors through reviews and star ratings, leverag-
ing historical data and contextual information. The AgentSociety
Challenge competition utilizes large-scale datasets from prominent
online platforms like Yelp, Amazon, and Goodreads, which provide
rich, real-world user interactions and preferences. These datasets
serve as a foundation for modeling user behavior, offering a diverse
set of scenarios to test agent performance.

To address the LLM challenge, we propose a unified multi-agent
framework for simulating human behaviors through User-and-Item
modeling. Our framework incorporates the corresponding tools to
simulate real user reviews and ratings. Our framework incorpo-
rates independent agents for user role modeling and item modeling,
capturing the complexities of user-item interactions. We designed
User-Item relationship graph to simulate human society complex
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relationship and speed knowledge mining up. Additionally, we in-
corporate writing style modeling to ensure that generated reviews
reflect not only user preferences but also their tone and communi-
cation style. Our framework allows for detailed simulation of user
behaviors, ensuring that generated reviews and ratings align with
the realistic preferences and communication patterns of the users.

2 RELATEDWORKS
Advancements in Language Models for User Modeling. Ini-
tially, the text was represented using the Bag-of-Words model [18].
Models dedicated to topics, like the Latent Dirichlet Allocation
(LDA) [3], were developed to identify underlying themes. Despite
their efforts, they encountered challenges in accurately grasping
the subtleties of meaning. Subsequently, Word2Vec derives seman-
tic embeddings via neural networks [9]. Nevertheless, its relatively
shallow structure rendered it ineffective in handling long-text pat-
terns adequately. The advent of the Transformer architecture and
pre-trained language models (PLMs) significantly advanced the
field of text understanding [14]. BERT4Rec [13] harnessed bidi-
rectional self-attention for recommendation purposes. LLM-Rec
utilizes ChatGPT to enhance recommendation models by gener-
ating user-preferred topics [5, 6, 8]. LLMs are potent deep-neural-
network-based models that are pre-trained on extensive text cor-
pora [7].

Applications of LLMs in User Modeling. LLMs have found
extensive applications in user modeling. In recommendation sys-
tems, they are capable of predicting user interests. PALR leverages
LLMs to generate personalized recommendations [16]. In user pro-
filing, LLMs can effectively summarize user characteristics. Rao
et al. utilized LLMs for personality analysis based on the MBTI
framework [12]. Additionally, LLMs prove to be highly effective in
rating prediction and the detection of suspicious behavior [17, 19].

3 METHOD
To enhance agent ability of the human-like expression and review,
we propose a Unified framework for Simulating Human Behaviors
(USHB). USHB have three modules: Knowledge-Mining Module
(KMM), User-and-Item Modeling Module (UIMM) and Reasoning
Module (RM), as illustrated in Figure 1.

3.1 Knowledge-Mining Module (KMM)
Human society is a complex relational network composed of people
and objects, within which vast amounts of historical and contempo-
rary knowledge and information are stored. In the user-item inter-
acting scenarios, USHB delves into historical data and learns prior
knowledge to enhance agents’ cognitive and decision-making ca-
pabilities. USHB integrates the Knowledge-Mining Module (KMM)
to extract valuable user and item information.

KMM builds a User-and-Item Relationship Graph (UIRG) to facil-
itate efficient information access. UIRG includes user nodes, item
nodes, and review edges, combining three essential data categories:
user information, user reviews, and item information, as shown in
Figure 2. Upon verifying the user ID and item ID, KMM utilizes the
UIRG to efficiently retrieve the user’s profile, their past reviews,
details of the target item, and reviews from other users about the
target item, as illustrated in Equation (1).

{𝑄𝑢 , 𝑄𝑝 ,𝐶𝑢 ,𝐶𝑝 } = 𝐺 (𝐼𝐷𝑢 , 𝐼𝐷𝑝 ) (1)

Where 𝐼𝐷𝑢 is the target user𝑢 ID, 𝐼𝐷𝑝 is the target item 𝑝 ID,𝐶𝑢
is the full set of historical reviews authored by the user 𝑢, 𝐶𝑝 is the
full set of the item p reviews from the other users, 𝑄𝑢 is the user
𝑢 information, 𝑄𝑝 is the item p information, 𝐺 (.) is the retrieval
function of UIRG.

3.2 User-and-Item Modeling Module (UIMM)
3.2.1 UserModeling. The UserModel (UM) includes user attributes
and reviewing patterns for better understand their preferences and
tendencies. By examining the user’s review history and account in-
formation, the module identifies key factors that shape their unique
reviewing style. For example, it considers the volume of reviews
contributed over time, highlighting high activity levels that suggest
a strong engagement with certain item categories. It also assesses
sentiment trends—such as a predominance of positive reviews, bal-
anced neutral feedback, or frequent negative critiques—to form a
comprehensive picture of the user’s reviewing disposition.

In addition to sentiment, the module analyzes specific rating
patterns. For instance, the user may consistently assign four-star
ratings to items they consider well-made but not exceptional, while
reserving five-star ratings for items that surpass expectations. This
pattern provides insight into the user’s criteria for quality and value.
Similarly, repeated two-star ratings might indicate dissatisfaction
with a particular type of product or service. Through this detailed
analysis, the character modeling module constructs an informed
representation of the user’s reviewing behavior, enabling more
personalized interactions and recommendations.

For user modeling, we begin by selecting a random subset of the
user’s historical reviews. This subset is defined as Equation (2).

𝑆𝑢 = 𝑅𝑎𝑛𝑑𝑜𝑚𝑆𝑢𝑏𝑠𝑒𝑡 (𝐶𝑢 , 𝑁𝑢 ) (2)

Where 𝑁𝑢 is the number of reviews to be randomly selected,
𝑆𝑢 is the random subset of the user reviews. This step allows the
modeling process to consider diverse samples of the user’s past
behavior, rather than focusing exclusively on their most recent
or most frequent interactions. Random selection ensures that the
resulting model reflects a broader understanding of the user’s over-
all preferences and reviewing habits. With this subset 𝑆𝑢 , the user
model is constructed as Equation (3).

𝑀𝑢 = 𝐵𝑢𝑖𝑙𝑑𝑀𝑜𝑑𝑒𝑙𝑢 (𝑄𝑢 , 𝑆𝑢 ) (3)

Where 𝐵𝑢𝑖𝑙𝑑𝑀𝑜𝑑𝑒𝑙𝑢 (.)is the user modeling agent function for
the selected reviews and user information,𝑀𝑢 is the comprehensive
profile of the user u. This profile includes patterns in sentiment,
preferred product categories, and linguistic tendencies.

By leveraging a randomly chosen subset, the model gains a bal-
anced view of the user’s behavior, supporting applications such as
personalized recommendations and targeted content delivery.

3.2.2 Item Modeling. The item modeling method is designed to
systematically analyze items within the agent society, focusing on
their fundamental characteristics, market reception, and user evalu-
ations. The Item Model (IM) integrates structured item information
with aggregated review data to develop a clear understanding of
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Figure 1: The Structure of USHB, including Knowledge-Mining Module (KMM), User-and-Item Modeling Module (UIMM) and
Reasoning Module (RM).

Figure 2: User-and-Item Relationship Graph (UIRG), includ-
ing user node, item node and review edge.

each item’s role and impact in the simulated environment.The mod-
eling process begins with collecting detailed information about the
item. This includes its name, origin, type, overall star rating, and
the approximate number of user reviews. The model ensures that
these foundational details are accurate and up-to-date, forming the
basis for further analysis. For instance, a typical item might be a
popular consumer electronic device, rated at 4.4 stars from several
hundred reviews, and known for specific features such as durability,
ease of use, or innovative functionality.

The item modeling approach analyzes user feedback to identify
recurring trends in item strengths and weaknesses. It highlights

key advantages, such as superior build quality or reliable perfor-
mance, while also noting common criticisms, like high pricing or
technical issues, quantifying their frequency and impact. This sys-
tematic summary offers a balanced and comprehensive view of
each item.By combining detailed item attributes with nuanced user
sentiment, the object modeling module provides a reliable founda-
tion for various system components. It supports recommendation
generation, quality assessment, and predictive analysis, enabling a
wide range of research and application scenarios within the agent
society through its structured representation of items.

Assuming there are 𝐶𝑝 total reviews and we need to randomly
pick 𝑁𝑝 of them as shown in Equation (4).

𝑆𝑝 = 𝑅𝑎𝑛𝑑𝑜𝑚𝑆𝑢𝑏𝑠𝑒𝑡 (𝐶𝑝 , 𝑁𝑝 ) (4)

Where 𝑁𝑝 is the number of reviews to be randomly selected, 𝑆𝑝
is the random subset of the item reviews from other users.

The item model is constructed as Equation (5).

𝑀𝑝 = 𝐵𝑢𝑖𝑙𝑑𝑀𝑜𝑑𝑒𝑙𝑝 (𝑄𝑝 , 𝑆𝑝 ) (5)

Where 𝐵𝑢𝑖𝑙𝑑𝑀𝑜𝑑𝑒𝑙𝑝 (.) is the item modeling agent function,𝑀𝑝
is the comprehensive profile of the item 𝑝 .

The IM modeling is to use a random number generator to pick
𝑁𝑝 distinct reviews. And it is both simple and effective, making
it suitable for small datasets or scenarios where reviews can be
directly manipulated in memory.

3.2.3 Review Style Modeling. To generate human-like correct re-
views, UIMM utilizes the review style modeling method to generate
the Review Style Model (RSM). The user reviews are analyzed to
determine personality traits by extracting specific features such as
sentiment, length, vocabulary usage, and grammar patterns. These
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features are then evaluated against predefined thresholds to classify
the user into one of multiple personality categories. Each category
represents a distinct personality type, such as optimistic, critical,
neutral, or unpredictable. The method is entirely IF-THEN rule-
based: IF-parts are to measure the reviews from the users and com-
pare the measure results with the thresholds of the corresponding
personality category, and THEN-parts are to model the user re-
view styles with the corresponding style function, as illustrated in
Equation (6).

𝑀𝑟 =


𝐼𝐹 𝑓1 (𝑥) > 𝜏1,𝑇𝐻𝐸𝑁 𝑃1 (𝑥);
𝐼𝐹 𝑓1 (𝑥) > 𝜏2,𝑇𝐻𝐸𝑁 𝑃2 (𝑥);
...

𝐼 𝐹 𝑓1 (𝑥) > 𝜏𝐾 ,𝑇𝐻𝐸𝑁 𝑃𝐾 (𝑥);

(6)

Where 𝐾 is the resulting personality category for the given
review data x, 𝑓𝑘 (.) is the 𝑘-th feature metric derived from 𝑥 , 𝑘 =

1. . .𝐾 , 𝜏𝑘 is the 𝑘-th threshold for feature, 𝑃𝑘 (.) is the review style
modeling agent function for 𝑘-th predefined personality categories,
𝑀𝑟 is the user u review style model, consisting of the user stylistic
patterns, sentiment trends, tone and selected past reviews.

3.3 Reasoning Module (RM)
In the Reasoning Module (RM), the reasoning agent predicts both
the stars and the reviews for a given user and item, using a large
language model guided by the structured prompts. The agent inte-
grates information from the user model 𝑀𝑢 , item model 𝑀𝑝 , and
review style model𝑀𝑢 , allowing it to produce outputs that closely
reflect real-world user behavior as illustrated in Equation (7):

{𝑠𝑢,𝑝 , 𝑟𝑢,𝑝 } = 𝜙 (𝑝𝑟𝑜𝑚𝑝𝑡,𝑀𝑢 , 𝑀𝑝 , 𝑀𝑟 ) (7)

Where 𝑟𝑢,𝑝 represents the predicted user review, and 𝑠 (𝑢, 𝑝)
predicted the number of stars, that user u would assign to item 𝑝 ,
𝜙 (.) is the reasoning agent function to guide the language model’s
predictions by the prompts. The inputs 𝑀𝑢 , 𝑀𝑝 , 𝑀𝑟 provide the
necessary context:𝑀𝑢 captures the user’s historical preferences and
reviewing tendencies,𝑀𝑝 escribes the item’s aggregated features
and feedback; and𝑀𝑟 contains the user stylistic patterns, sentiment
trends, and tone. Combining these components, the agent generates
realistic and personalized predictions.

Theworkflow of the reasoning agent is: First, dynamically adjust
the default prompts through RSM; Second: put UM and IM into
the context memory; Third, reasoning and predicting the results;
Forth, optime the reviews according to UM and RSW; Finally,
output stars and reviews.

4 EXPERIMENTS
4.1 Preliminaries
In our experiments, we used Qwen2.5-72B-instruct as the large
language model for evaluating the submitted agents. The model was
set to a temperature of 0. To measure the quality of the generated
text, we employed a predefined embedding model and a predefined
emotion classifier model. The baseline for comparison was the basic
agent outputs provided by the competition organizers.

Table 1: The Performance Comparison Between USHB and
Baseline Methods

Method SRA RGM OQ

Baseline 80.14% 80.21% 80.17%
Our USHB 88.55% 90.13% 89.34%

4.2 Evaluation Metrics
We used multiple evaluation metrics to comprehensively measure
the quality of the simulated reviews. These metrics included star
rating accuracy, review generation quality, and overall performance.

Star Rating Accuracy (SRA). This metric quantifies the degree
of alignment between the generated star ratings and the corre-
sponding ground truth ratings, serving as an indicator of predictive
accuracy and model performance [15], as illustrated in Equation
(8).

𝑆𝑅𝐴 = 1/𝑁
𝑁∑︁
𝑖=1

|𝑠𝑛𝑖 − 𝑠𝑛𝑖 | (8)

where 𝑁 is the total number of reviews, and 𝑠𝑛𝑖 and 𝑠𝑛𝑖 are the
normalized predicted and ground truth star ratings, respectively,
SRA is Star Rating Accuracy.

Review Generation Metric (RGM). The review generation
metric evaluates how closely the generated reviews match the
characteristics of real human reviews, as illustrated in Equation (9)

𝑅𝐺𝑀 = 1 − (0.25 ∗ 𝐸𝑇𝐸 + 0.25 ∗ 𝑆𝐴𝐸 + 0.5 ∗𝑇𝑅𝐸) (9)

Where 𝐸𝑇𝐸 is the metric of Emotional Tone Error, 𝑆𝐴𝐸 is the
metric of Sentiment Attitude Error, 𝑇𝑅𝐸 is the metric of Topic
Relevance Error [1, 2].

Overall Quality (OQ). This metric is the mixed indicator of
Star Rating Accuracy and Review Generation Metric, as defined in
Equation (10).

𝑂𝑄 = 0.5 ∗ 𝑆𝑅𝐴 + 0.5 ∗ 𝑅𝐺𝑀 (10)

Where OQ is Overall Quality.

4.3 Performance Experiments
To comprehensively evaluate the performance of our USHB model,
we designed and executed two distinct experimental analyses: a
comparative performance assessment and an investigation into the
impact of varying LLM temperature parameters.

In the performance evaluation, we employ a single-agent as the
baseline method. As illustrated in Table 1, our USHB demonstrates
superior performance compared to the baseline, with improvements
of 8.41 points in SRA, 9.92 points in RGM, and 9.17 points in OQ.

In the LLM temperature impact experiment, the mixed dataset
(MIX) combined 40% simulated samples (SIM) and 60% real samples
(REAL) and we conducted the evaluations of USHB under the LLM
temperatures (T) {0, 0.3, 0.5, 0.7, 1.0}. when the temperature reaches
1.0, the processing time for reviews exceeds 120 minutes, which
is identified as a timeout by the completion evaluation system. As
evidenced by the data presented in Table 2, at a temperature of 0, the
SRA and RGM of USHB reach their peak. As the temperature varies,
the difference between the simulated OQ and the realOQ remains
below 9.85. The smallest difference in OQ, which is 9.03, occurs
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Table 2: The Performance of USHB based On Mixed Dataset
and Different LLM Temperatures

T SRA RGM OQ(SIM) OQ(REAL) OQ(MIX)

0 85.32% 82.71% 89.43% 80.40% 84.01%
0.3 85.05% 82.61% 89.74% 79.89% 83.83%
0.5 85.07% 82.31% 89.40% 79.88% 83.69%
0.7 84.43% 82.60% 90.26% 79.85% 84.01%

Table 3: The Overall Quality Statistics of USHBwith Different
LLM Temperatures

Metric Mean Var Std

OQ (SIM) 89.70 0.12 0.35
OQ (REAL) 80.00 0.05 0.23
OQ (MIX) 83.89 0.02 0.13

at a temperature of 0, indicating that our USHB has the strongest
generalization capability. From Table 3, the standard deviations
(Std) of the simulated OQ, real OQ, and mixed OQ across different
temperatures are all less than 0.35, demonstrating the robustness
of our USHB under varying temperatures. In summary, our USHB
method exhibits excellent generalization capability and robustness
across different LLM temperatures.

5 CONCLUSION
We propose USHB, a framework designed to better understand and
replicate human behavior in agent-based environments. It combines
knowledge extraction, adaptive modeling, and advanced reasoning
to address limitations like rigid context handling and limited per-
sonalization. Experiments show USHB outperforms single-agent
methods in predictive accuracy and realistic review generation,
while maintaining consistent performance across various language
models. Future plans include expanding USHB for multi-agent col-
laboration, real-time interactions, and multimodal data integration,
enabling more advanced behavioral simulations. These improve-
ments will enhance applications in recommendation systems, vir-
tual assistants, and social behavior modeling.
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